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What is Software Defined Networking (SDN)?

Software Defined Networking (SDN)
is an emerging network architecture
where network control is ...

* decoupled from forwarding
* directly programmable
* logically centralized

* abstracted for applications and
network services

* based on open standardized APIs

£ White Paper “Software-
& Defined Networking: The New
oM A
Norm for Networks” (2012)

Application

Layer

Orchestration

Business
Applications JJ NSRS JJ

Northbound Application
Programming
Interfaces (NB) Interfaces (APls)
Control SON
e | Network HChi Extensions
Contro services services
Software
Southbound eg. Op?n Flow,
Netconf/YANG,
Interfaces (SBI) vendor Spéoifs
Infrastructure
BT . . Network

. . . Devices
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Transport SDN use cases in ONF

Service Management Elastic bandwidth Datacenter Network or Multi-layer network Multi-vendor
provisioning interconnections Transport as a management support
Service

(NaaS / TaaS) EINEMEt  (——

m@m mm.w

Fully automate Multilayer optimized One standardized
service requests incl. L0-3 system with SDN control
network planning and +«common workflows ] interface for easy
equipment + automatic routing integration of 3rd
configuration « interworking party vendors

Automatic load
dependent fast
service creation

Automated service Creation of elastic

creation covering services with

LOto L3 automatic or “on
request” changes

in bandwidth

Addressing Dealing with Matching Addressing Dealing with Dealing with

» Non-automated » Heterogeneous » Different control

» Hypergrowth in

Time to service p  Statistical

bandwidth sharing Operational tachnologles Interfaces

Ease of operation data volume

processes Optimized layer Missing control IF

Dynamic data flow » Extremely dynamic

Service
diffarentiation changes

High network usage between vendors

traffic pattern

complexity

[K. Sethuraman, Transport SDN in ONF, ONS 2016]
s ADVA
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ONF Transport SDN Architecture EN

©pan Networking Founaation

tloud N * Operation
hestrato ICation Layer . .
- it U Applications
NBI NBI * Hierarchy of
’_M-Hl-“omam Controller /
— < - Control Layer Orchestrator
Domaln m Domain - Domam .
+ Open APls wif
/1 SN N standardized data
| I
L3 IP Routers » ! ! Y models
L2 Ethernet Switches NE] @ NE E] @ @ )
LO/L1 Optical ROADMs * Multiple Network /
Domain 1 Domain 2 Domain 3 Tec h no | Ogy
Infrastructure Layer .
Domains
Vendor / Technology Domains
* [P/ Ethernet / Optical : !
* Juniper / Cisco / ADVA / Ciena OIF/ONF Whitepaper, "SDN Transport API
« Access / Metro / Core Interoperability Demonstration”, August 7, 2018 AT
.‘
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IETF SDN Architecture ACTN - Abstraction and
Control of Traffic Engineered Networks LETF

Customer e Q Q Multi-vendor multi-domain
Network I e I I I I ]
CNC CNC

Controller IP/Transport Network TE SDN

\ ‘.7 :l- cMmI Control

Multi-domain
S . .
ervice Hierarchical network resource

Physical Coordinator MDSC MPI:
Network RestConf i
Contro”e '\VA\A :l- WANG abstraction and control

Standard IETF Model-based

PNC
].SB.: Northbound Interface
OpenFlow,
PCEP, ) .
BGP, Hybrid legacy and green-field
Proprietary

network deployment

g https://datatracker.ietf.org/doc/draft-ietf-teas-actn-framework/ (ACTN architecture)

https://datatracker.ietf.org/doc/draft-ietf-teas-yang-te-topo/ (TE topology YANG model)
https://datatracker.ietf.org/doc/draft-ietf-teas-yang-te/ (TE tunnel YANG models)

s ADVA
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Basic WDM System Architecture

Transponder Terminal ILA

= = = =

g

W

EDFA &
Raman Amplifier

1 WDM Wavelength Division Multiplex
= ILA Inline Amplifier
ROADM Reconfigurable Optical Add Drop
Transponder Multiplexer
Cards EDFA Erbium-doped fiber amplifier
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Disaggregation — Vertical direction

Disaggregated systems

Open APls

Closed system (“god box”)

From Packet (IP/MP th) Layer
Old Style

Proprietary Interfaces

Open APls

Packet (IP/MPLS/Eth) Layer o
Circuit (OTN) Layer

Circuit (OTN) Layer

i

Open APIs
_
Vendor lock-in To «  Open and simple
«  Complexity New Style  Bestin breed
« Compromises * Extensible
S ADVA
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Disaggregation — Horizontal direction

IETF TEAS TE Topology |
ONF T API : ‘ ~
ransport- !
: End to End System
I

PRX & [
reTF O :}N-.4~ 4"@&".4" 4-5

Transponder Terminal ROADM Terminal Transponder

Fully Aggregated: Entire transport network acts as a single managed system

1 Apl ‘Mq 1 Apl
ONF Transport API - - i -

Fully Disaggregated: Everything is a separate network element

t“Am 1 Apl 1 Ap

T T
I I
I I
: Degree :
I I
I I

]
1 Apl
]

CE{OPENCONFIGE | T AR 1 A
ONF Transport API i i

- a Open Line System |

Partly Disaggregated: Transponder is one element, Open Line System (OLS) is second

s ADVA
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Investment and depreciation

Fiber

Optical
Line System

A A

Depreciation

Depreciation 10 years+

3 years+

| Disaggregation flexibility: Different lifecycles for line systems and terminals I

s ADVA
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Disaggregation — Operator Concepts & Vision

GOOg'G https://www.youtube.com/watch?v=n9zEiCyv]-A

Q Applications B Business Policies
00 0 00-0
7] —— ——G Overlay
g

Flexibility in
network vs. compute level
redundancy

Network capacity provisioned
and topology updated

on-demand

w‘j Optical

Optical paths reconfigured
in response to failures

[U. Holzle,
Plenary Talk,

OFC 2017]

[M. Filer et al., JOCN,, Vol. 8, No. 7, 2016]
=)
controller

Y

" Microsoft

KX
KK

layer 2/3 transponder - transponder layer 2/3
switch | pizza-box Open Line System (OLS) | pizza-box switch

facebook

Unbundled Architecture

Control & Management Plane

1 Common API ‘

N

\/ TELECOM INFRA PROJECT

—

u ulti-Layer roller

= ATAT  CEE——
{-[J Federated LO SDN Controller(s)

apr-" § apl

https://0201.nccdn.net/1_2/000/000/098/a85/0pen-ROADM-whitepaper-v1-0.pdf

<~ ADVA
Ve - -
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Data Models for Disaggregated Transpor

SDOs

Services

Network

Infrastructure

Device

S
14

Industry Alliances
D Y e &
C,f—i{,: @2 MEF Google <=Ar&r  facebook
Opan Natworking Founaation 8 y I E T F@ —
/ Carrier \ (" ISPs, IP over Optical  / Web2.0 ™ / Disaggregatio \
n
{GPENCONFIG | | Cpen ROADM, 3>
w v IETF TE Tunnels - X/
wopen LS ‘ TELECOM INFRA
PROJECT
E Lifecycle Service Orchestration IETF Network TeIemetry Services
& G IETF Network-
=tmled 1ransport-API Topology
C
X IETF TE Topolo 2
SlslstEl 3|3 S
2l ey 2| < IETF Flexi-Grid TED
clel sl 21s
O oll E Z
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ONF Transport-API functional architecture

. SDN
Orchestrator Applications Controller
I Transport API
D O O O ) -
e I Path Virtual
& [Conne(?tlwty] [ Notlflc_atlon ] Computation Network
Service Service . .
[ Service ] [ Service ]
[ Shared Network Information Context

)

2

_/

SBI (Netconf/YANG,
SNMP, OpenFlow)

Network Resources

I Transport API

SDN Controller
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ONF TAPI

* ServiceEndPoint
* Topology

* Node

* NodeEdgePoint

[ ServiceEndPoint G

E Context L

«Signals L]

DO00OOOo

resourceSpecification: String [1] = /TapiConnectivity:ServiceEndPoint
resourceSpecTarget: String [1] = /Tapi:Context/Tapi:_serviceEndPoint
_layerProtocol: LayerProtocol [1..*]

_mappedNodeEdgePoint: NodeEdgePoint [*]

_connectionEndPoint: ConnectionEndPoint [*]

_state: LifecycleStatePac [1]

direction: TerminationDirection [1]

= Topology ul

J0000

resourceSpecification: String [1] = /TapiTopology:Topology
resourceSpecTarget: String [1] = /Tapi:Context/Tapi:_topology
_node: Node [*]

_link: Link [*]

layerProtocolName: LayerProtocolName [1..%]

E Node )

ContextlsPefinedByServiceEndPgints

E@ _serviceEndPoint: ResourceSpec [2.7]
& _topology: ResourceSpec [*]

& _connection: ResourceSpec [*]

& _path: ResourceSpec [*]

[E _notification: ResourceSpec [*]

Notification
& resourceSpecification: String [1] = /TapiNotification:Notification
& resourceSpecTarget: String [1] = /Tapi:Context/Tapi:_notification
& notificationType: NotificationType [1]
O targetObjectType: ObjectType [1]
& targetObjectldentifier: Universalld [1]

[ S R T (B

ContgxtScopesTopologies
ContextScopesConnectiops
ContetScopesComputedPaths
ContextScopesAl

2* . * *

'Ny © additionalText: String [1]
’ . =
N E ResourceSpec ] Q Bath

[

O targetObjectName: NameAndValue [1..*]

& eventTimeStamp: DateAndTime [1]

& sourcelndicator: Sourcelndicator [1]

[E4 layerProtocolName: LayerProtocolName [1]
& changedAttributes: NameAndValueChange [*]
=) additionallnfo: NameAndValue [*]

resourceSpecification: String [1]
resourceSpecTarget: String [1]

= & resourceSpecification: String [1] = /TapiPathComputation:Path
& resourceSpecTarget: String [1] = /Tapi:Context/Tapi:_path
=] ) .
E resourceSpecification: S.tring[l]:_»'TapiTupoIogy:Node g uuid: Universalld 1] @l = -tdl:-k:TCELIH:[I-HER I
. [ resourceSpecTarget: .Strlng 1]= . . name: NameAndValue [1.%] @ & _routingConstraint: RoutingConstraint [1]
° In = _ownedNodeEdgePoint: NodeEdgePoint [*] L
4 geromnt: Flodesdy £ LI label: NameAndValue ['] @ q\ : ]
©& _aggregatedNodeEdgePoint: NodeEdgePoint [*] o _etensions: EdensionsSpec ] al EConnectlon
. . =1 _encapT0P0_|°9)’:T°P°|°9)’[0--1] E resourceSpecification: String [1] = /TapiConnectivity:Connection
° CO nn eCtl on En d POI nt B _state: AdminStatePac [1] ) @ resourceSpecTarget: String [1] = /Tapi:Context/Tapi:_connection
& _transferCapacity: TransferCapacityPac [1] & _connectionPort: ConnectionPort [2..F]
. & _transferCost: TransferCostPac [1] © _route: Route [*]
(] Connectlon =) _transferlqtegrity:TransferI.nthrityPac[1] ] Link ]| © _node: Node [0.1]
& JnE L N E AT ) » B resourceSpecification: String [1] = /TapiTopology:Link & _state: OperationalStatePac [1]
3 layerProtocolName: LayerProtocolName [1."] © resourceSpecTarget: String [1] = [Eg layerProtocolName: LayerProtocolName [1]
(] Path © _linkPort: LinkPort [2.7] = direction: ForwardingDirection [1]
] NodeEdgePoint B |@ _nodeNode[2."] z
o[ . & resourceSpecification: String [1] = /TapiTopology:NodeEdgePoint & _state: AdminStatePac [1] E ConnectionEndPoint —|
° Notlflcatlon @ resourceSpecTarget: String [1] = & _transferCapacity: TransferCapacityPac [1] & resourceSpecification: String [1] = /TapiConnectivity:ConnectionEndPoint
[ _layerProtocol: LayerProtocol [1..*] = _transferCost: TransferCostPac [1] & resourceSpecTarget: String [1] =
@ _clientNodeEdgePoint: NodeEdgePoint [*] & _transfedntegrity: TransferlntegrityPac [1] & _layerProtocol: LayerProtocol [L.*]
[ _state: AdminStatePac [1] & _transferTiming: TransferTimingPac [1] @ _clientNodeEdgePoint: NodeEdgePoint [*]
(1] “Transport APl (TAPI) 2.0 Overview”, Aug 2017
(https://github.com/OpenNetworkingFoundation/Snowmass-
ONFOpenTransport/blob/develop/DOCS/TAPI%202%20WP_Final.docx)
[2] https://github.com/OpenNetworkingFoundation/Snowmass-ONFOpenTransport/tree/develop/YANG
[3] https://github.com/OpenNetworkingFoundation/TAPI/DOCS/presentations/onf2016.307_TAPI_SDK.O1.pptx s.A_r_]\_[.A_
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https://github.com/OpenNetworkingFoundation/Snowmass-ONFOpenTransport/blob/develop/DOCS/TAPI%202%20WP_Final.docx
https://github.com/OpenNetworkingFoundation/Snowmass-ONFOpenTransport/tree/develop/YANG

OpenConfig

Generic, module level AP
Focus on Terminal Equipment

YANG models
* openconfig-transport-types.yang
* openconfig-terminal-device.yang

Main elements

¢ physical client foort, physical client channel, logical channel,

optical channel, physical line port

* Directionality: client to line

*  Physical layout: not modeled

Members: Google, A&T, British Telecom,
Microsoft, Facebook, Comcast, Verizon, Level3,
Cox Communications, Yahoo!, Apple, Jive
Communications, Deutsche Telekom /
TeraStream, Bell Canada

Optical transport partitions

mmmmmmmm « Terminal device
B “,‘ggys.tm > muxponderﬁransponder

# E_l o DWDM port of IPoDWDM
‘E—' a B8 B% « Line system

.
e ROADM
a cal

wavelength router

Mux/Demux

> optical amplifier

g—8 »
| - - - vm « Coherent ontics makes it
y m easier to

vendors
booki

Initial focus: terminal optics device

« More likely to be multi-vendor

[ A, N
E) Line System
| 88— > . Less coordination necessary
E)
g ‘ €E between devices
: B

line
= ports

client &
ports  +

Physical
Chassis.

« Logical model
pool of client and line ports
traffic grooming and mapping between client and
« Physical portion of model
reflects device chassis, slot, port structure
logical “ports” reference the physical port

© 2018 ADVA Optical Networking. All rights reserved. Confidential.

« Models for configuration and
telemetry (incl. PMs)

Logical terminal device details

Terminal Device Physical
Channels

Client Ports 05 N Logical Channels
S be a3 necessary

Can

pe——

Optical

Channels Line Ports

P

»

-
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OpenContfig Data Models

network routing
instance policy

routing mpls pbr
tables

protocols
+VRFs

ospf_v2 local
rsvp/te

aggregate

IPV[46] eth

bgp

static

interfaces

-

device

m

11dp lacp stp

Google Cloud

OpenConfig - progress toward vendor-neutral

network management

Anees Shaikh
on behalf of Google network operations and OpenConfig group

OPENCONFIG

www.openconfig.net

legend

published
model

terminal wavelength optical -
optics router amplifier
channel protection
monitor switch -
b~
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OpenROADM

Multi-Source Agreement (MSA)

Interoperability specifications for Reconfigurable

Optical Add/Drop Multiplexers (ROADM). ©Code O lssues 7

ROADM switch
transponders

pluggable optics.

Branch: 400~ = OpenROADM_MSA Public / model /

Upen ROADM,.

J OpenROADM / OpenROADM_MSA_Public

Pull requests 0

This branch is 1 commit behind master.

‘W dhruv2180 Release 4.0.0

B Common

i Device

Specifications consist of both optical interoperability as ~ w never

well as YANG data models.

http://openroadm.org/

Open ROADM GitHub:

i Service

Release 4.0.0
Release 4.0.0
Release 4.0.0

Release 4.0.0

Projects 0 Insights

Find file  History

Il Pull request Compare

Latest commit b3e89b6 on Oct 5

2 months ago
2 months ago
2 months ago

2 months ago

{ Multi-Layer SDN Controller 1

L1 1

Federated LO SDN Controller(s)
. : J
wi n S
P
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http://openroadm.org/
https://github.com/OpenROADM/OpenROADM_MSA_Public

OpenROADM Network Model and Main Objects

https://github.com/OpenROADM/OpenROADM_MSA_Public/tree/master/mod

- - B S \‘\ ROADM (Wavelength Switching,..)
Federated LO SDN Controller(s) ]
p 4
4
7 "””‘1:. e (/ P . ",“"‘”
s ADVA
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https://github.com/OpenROADM/OpenROADM_MSA_Public/tree/master/mod

Challenges

21

Optical network consists of many in-homogeneous network elements
Amplifier, WSS, Wavelength Blocker, ...

ROADMSs have different levels of flexibility and internal constraints

Colorless, direction-less, contentionless add drop, ...

Especially in cost-sensitive metro network environments constrained technologies
are often used (filterless / fixed filters ROADMSs, non-colorless, ...)

Data models must be abstract to allow future technology advances

Number of data models should be limited to allow interoperability testing

© 2018 ADVA Optical Networking. All rights reserved. Confidential. Optical Networking
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ONF Open Disaggregated Transport Network (ODTN)
(01/2018 - 12/2018)

https://wiki.onosproject.org/display/ODTN/ODTN

BW Calendaring

SDN-IP

VPLS Control Apps  Config Apps
Carrier Ethernet 2.0

L3VPN ches

Mgmt Apps 1

Logically Centralized Control
Optimize resource usage

2. Dynamic traffic provisioning
3. Multi-layer resiliency

Open Network Operating System

_) 10128101223
0

10128.101224 [ ) 10.128.101.225

Optical Network
OTN
WDM
Fiber switching

—_—

Phasel Point-to-Point

Jan Feb Mar Apr May June July

ODTN Kickoff ONS talk  Result & Plan

OFCtalk  Workshop

Dev & integration

Dev & interchangeability test
Initial devices + a

+ additional devices

ONOS Summary
Dwvces .
Uika w00

osts. 0
Topology SCCs : 1

@ | nents 0
Fiows 364
Version 1.1.0.mare
-]

Disaggregated Transport Network

1. Reduces CAPEX & OPEX

2. Eliminates vendor lock-in

3. Allows rightsizing and
piece-wise upgrades

Phase2 Mesh ROADM

Aug Sep Oct Nov Dec
Result & Plan
ECOC Result & Plan
Workshop Workshop

Dev & integration
TBD

. . Share gaps and additional requirements
ONOS TST & Dynamic Config Brigade v

Share gaps additional requirements .
v

ONOS N Release ONOS O Release

1
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ONOS P Release ONOS Q Release

oM=
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Service Providers

oNGo /3
ﬁniggm,§ul COMCAST rreommnction

==TIM 7

Tier 1 Vendors

£+ OPLINK
NEC nokiA  roee ZTE
Tier 2 Vendors

~ ADVA M : g
AT Cl’NA P CoAdna Cor'antDJmfmera‘ 7 LUMENTUM

Without OLS Controller

OpenConfi
pentonflg i : i OpenConfi

With OLS Controller

TAPI? OpenConfig? Else?

- e

OpenConfig W  _ _ _W______

OpenConfi
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Multidomain SDN architecture for
partially disaggregated network management

[ SDTN Controller ]

TRESTCONF TAPI

A
1T-API
X

v
RESTCONF NBI :
OTN/WDM SDN Transport Domain Controller

SDN Domain

Vendor Controller

A @ I' L] lNlelthIalnlf{Y-AIl“-§i a

Controller Controller

N -
N et e (OLS A) (OLS B)
B @ “o“ ' ) 3;‘
RN o SNMP,CORBA, '
14 "(. .
Y # Proprietary management protocol ",
C bd LN ‘f o Y € P L

«««««««««««««««

EEy Vendor A Vendor B

€==3» T-API
=snsnns  Netconf/YANG(Open Config)
swmmmme  SNMP, CORBA, Proprietary management protocol
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SENDATE Multivendor optical SDN Trial

gENDATE

(09/2018)

Service 4 N
Management Provider Client App Legend
Open Disaggregated SDN Control Architecture & TeliaCompany Sk -
*  Multivendor trial including Network orchestration layer, * u N
Control and management layer and Infrastructure layer. Network S N
. Orchestrati i- i «Q© Fiber S
* Layered approach based on ONF Transport APl 2.0 with renesteren OPL Multi-domain SDN controller e
Physical Media extensions for Optical Performance Planning Kg R s it Lightpath
- <= <«--- Control Channel
Network Orchestration layer " Tapl TAPI > ~
Control and
* Transport Orchestrator (highstreet technologies) Management Coriant;
Domain SDN
* Planning Application (VPIphotonics) Controller
(Bundled in Transport Orchestrator) !
Infrastructure s : i N TPA3 TP.C3
Control and Management layer ¥ v R . q
* SDN Domain Controllers (ADVA and Coriant) fCoriant\.) = (O
- Field
Infrastructure layer te1 [ E |435km) | v
- g
ROADMs and transponders (ADVA and Coriant) TPAL n/ E \“ iy
+ Transparent ROADM line port interconnect @

* Alien wavelength interconnection passing both vendors optical
domains

Field
/ (43.5 km)

|
TP.C4 TP.A4 ﬁ
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MetroHaul Architecture (.. 2019)

’

" . . I CDN
service a-service service

* Filterless Metro Network Architecture

XOS (Service Orchestration)

A
L)
)
)
)
1
)
)
)
ONOS Global 8
)
)
1
)
)
)
)
)
)
1
1
’

*  OpenConfig (direct SBI or via Agent) for Transponders \, ;

Remote Data Center

HAccess-as-a- Subscriber-as- | Internet-as-a-

* Hierarchical partially disaggregated SDN control

*  ONF Transport API for Open Line System via SDN DC

Intent
Framework

T erepepayk Rp———
S | CECTEg ONOS-fabric

Core

ONOS-CORD ONOS-fabric

VTN app Segment routing : Segment routing
T s8I/ T
OpenStack | | Agent Mswem

Compute Node

Access —

Fabric Sw Transponder Vendor B e o oo o Data Plane

Vendor A
endor .wb,. Metro Data Center e Control Plane
Edge Data Center '. E
Amplifier

ROADM Transponder
Vendor C

Open Line System "
~ANDVA
VN mEm wa W
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https://metro-haul.eu/

Current status
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Commercial Transport SDN and NFV orchestration solutions with open platforms
are available and being deployed

Practical implementations and successful interop demos for (partially) disaggregated networks
supporting distributed datacenters / edge clouds in metro networks

Ongoing research activities with field trial and demonstrators (MetroHaul, SENDATE)
Ongoing standardization effort on YANG models for (partial) disaggregation

* ONF WTP PoC 5.0 — ONF T-API Extensions with Photonic Media (OTSi)

* ONF ODTN (Open Disaggregated Transport Networks)

* Telecom Infra Project (TIP)
* OpenROADM
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Conclusions
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Partial disaggregation and OLS with per-device data monitoring allows a visibility
down to the devices level but simplifies operation of the network

Recent demonstrations have proven that partial disaggregation is a working
approach for metro networks and data center connectivity

High number of evolving data models delay implementation and testing
and limit interoperability

Industry (including operators) should decide on a common data model

Full disaggregation of the optical layer will slow down technological progress and
result in more complex (and cost-intensive) network operation
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